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Abstract. Retrieval-augmented generation (rag) systems extend the ca-
pabilities of generating responses beyond the pretrained knowledge of
large language models by augmenting the input prompt with relevant
documents retrieved by an information retrieval system, which is of par-
ticular importance when knowledge is constantly updated and cannot
be memorized by the model. Rag-based systems operate in two phases:
retrieval and generation. In the retrieval phase, documents are retrieved
from various versions of the original query, then fused and reranked to
create a unified list, and the more relevant list of documents, the better
the subsequent generation phase. In this paper, we propose an unsuper-
vised method to enhance the retrieval phase by transforming an original
query into newly reformulated versions without semantic drift to enhance
the relevance of the retrieved documents. Specifically, for an original
query, (1) we generate its backtranslated versions via different languages,
(2) retrieve an ordered list of relevant documents for each backtranslated
version, and finally, (3) merge the lists of retrieved documents into a
single ranked list via reciprocal rank fusion. Our extensive experiments
across 5 query sets with different query topics and 10 languages from 7
language families using 2 neural machine translators demonstrated the
effectiveness of our proposed method in enhancing rag’s retrieval in com-
parison with existing unsupervised query expanders. We open-sourced
our research at https://github.com/fani-lab/RePair/tree/rrf-wise24.

Keywords: Query Reformulation · Backtranslation · Reciprocal Rank
Fusion · Retrieval-Augmented Generation

1 Introduction

Retrieval-augmented generation (rag) integrates external information retrieval
mechanisms to enhance the large language models (llms) using two phases [38]:
(1) retrieval phase, where it retrieves relevant documents and information related
to the original query, and (2) generation phase, where the retrieved documents,
combined with the original query, are provided as input to the language model
to generate a response. Rag systems have found applications in diverse fields,
including product search in e-commerce [52], recommending popular hashtags in
social media [16], data-to-text generation [18], and enhancing document retrieval
and robustness [73].

https://github.com/fani-lab/RePair/tree/rrf-wise24
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Fig. 1: Generating backtranslated versions of an original query and fusing re-
trieved document sets for rag-based retrieval.

Traditionally, rag systems rely on the input query to retrieve relevant doc-
uments from commercial search engines or neural rankers trained on external
knowledge sources [34]. While effective, this approach may yield limited contex-
tual understanding of queries and suboptimal retrieval outcomes, particularly in
addressing complex or diverse informational needs [55]. Rag-fusion advances tra-
ditional rag systems by generating reformulations of the original query [52] and
merging the retrieved documents per query variation into a single unified list.
This approach enriches the retrieval context, allowing for more comprehensive
responses by considering diverse perspectives of user queries [65,21].

State-of-the-art query reformulations are largely based on fine-tuning trans-
formers [4,46]. Arabzadeh et al. [4] and others [46] proposed fine-tuning t5 to
generate reformulated queries. Zheng et al. [74] leveraged bert to mitigate non-
relevant information in query reformulation. Fine-tuning transformers, however,
demands computational resources and has environmental impacts [61]. More-
over, their efficacy is questionable since evaluation data may have been seen dur-
ing pretraining, risking data leakage and overestimating their capabilities [29].

In this paper, we propose query backtranslations, that is, translating an
original query into other languages and back to the original language, to gen-
erate diverse yet contextually relevant query reformulations [58]. Our proposed
query backtranslation is a novel yet simple unsupervised approach, which main-
tains relevance and controls topic drift. Figure 1 illustrates the generation of
backtranslated versions followed by the fusion of retrieved document sets into a
unified set for the generation phase.

2 Related Work

The work related to this paper can be broadly categorized into (1) rag-fusion,
(2) query reformulation methods, and (3) natural language backtranslation.

2.1 RAG Fusion

Retrieval-augmented generation (rag) has emerged as a promising avenue for
enhancing the performance of large language models (llms) [38]. Llms are prone
to generating unreliable responses, often influenced by outdated or incorrect
information, leading to concerns about hallucinations during content genera-
tion [54]. Addressing the limitations of llms has inspired the exploration of



retrieval-augmented models aimed at improving response accuracy and relia-
bility [55] through two phases: retrieval and generation. In this paper, we con-
centrate on the retrieval phase, as improving the accuracy of the document
list has been shown to enhance the subsequent generation stage [45,34,23]. The
retrieval component is commonly implemented either by using a prebuilt re-
trieval model or developing a custom retrieval model. Regarding the prebuilt
retrieval model, researchers typically utilize one of the following approaches: (1)
commercial search engines [45], (2) neural ranking models trained on relevance
annotations on external knowledge sources [34], and (3) term matching retrieval
models like bm25 [23]. The application of rag spans various fields such as health-
care [32], cybersecurity [17], legislative document drafting [9], social media [16],
and data-to-text generation [18]. Additionally, in enhancing llm robustness, Yan
et al. [73] introduce crag, which improves the quality of document retrieval and
selectively focuses on key information to boost performance in both short- and
long-form generation tasks. These studies collectively underscore rag’s versatility
and potential to enhance information retrieval and response generation across
various fields.

Traditional rag relies on a single query for document retrieval. In contrast,
rag-fusion uses multiple queries derived from the original query to enhance the
context for information retrieval and includes an extra ranking step that en-
hances queries by incorporating potentially relevant information from a wider
context [52,14]. Rackauckas et al. [52] examine rag-fusion to improve chat-
bots, demonstrating enhanced accuracy and relevance in responses to customer
queries. Diaz et al. [14] highlight the efficiency of using expansion terms from
pseudo-relevance feedback in reranking. Most of these studies primarily concen-
trated on utilizing large language models for questions and answering tasks. In
the landscape of query reformulation, traditional methods are being fused by ad-
vanced methods such as reciprocal rank fusion (rrf), a technique that combines
outcomes from different strategies to refine rankings [52,8,14]. Operating as an
extra ranking step, rrf prioritizes documents based on their relative ranks across
different search methods, resulting in a coherent list of prioritized documents.
Ceccato et al. [8] utilized rrf to enhance the overall recall of the baseline infor-
mation retrieval systems by integrating results from multiple retrieval methods.

2.2 Query Reformulation

To enhance retrieval for complex queries, researchers have proposed enriching
the original query through various methods, including query decomposition [51],
query rewriting [39], and query augmentation [62]. Earlier methods in query re-
formulation mainly relied on unsupervised techniques, utilizing external sources
like thesauri or inter-term correlations for modifying queries [64,40]. Feedback
from users, either through relevance feedback or pseudo-relevance feedback, was
introduced to mitigate issues of semantic drift [57,72]. To address limitations
with short queries, semi-supervised and supervised techniques learned user in-
tent from search logs, providing reformulated queries based on semantic and
contextual aspects [13,66,2]. Diverse strategies such as hierarchical recurrent



encoder-decoder and seq-to-seq models with term-level attention were proposed
for effective query reformulation [66,13,2].

Recent efforts focus on creating standard benchmark datasets to train and
evaluate supervised query reformulation methods, addressing issues related to
semantic drift in both web and non-web information retrieval systems [67,4,53].
The majority of these researchers conducted their studies on well-known trec
datasets. By developing these benchmarks, the research community aims to es-
tablish a common ground for comparing the effectiveness of different query re-
formulation techniques and ensuring consistent improvements in information re-
trieval systems. These advancements collectively contribute to more robust and
contextually aware retrieval processes, ultimately enhancing user satisfaction
and the overall effectiveness of search engines. To the best of our knowledge, no
one has yet explored the synergistic impact of backtranslation as a query refor-
mulation method except that of Rajaei et al. [53], which was studied for ad-hoc
web search systems. We are the first to study the impact of backtranslation on
the retrieved documents for rag-based systems.

2.3 Natural Language Backtranslation

Natural languages, as primary tools of communication, enable the exchange of
thoughts and convey the culture, history, and heritage of a community [24].
Despite shared linguistic universals rooted in the common neurobiological basis
of the human brain [20], languages exhibit surface-level differences in structure
and semantics, contributing to conveying pragmatics. Backtranslation leverages
these disparities, creating new sentence versions through a round-trip transla-
tion from a source language to a target language and back (backward transla-
tion). Backtranslation yields a new version of the sentence with different and
diverse wordings while the meaning remains intact, and hence, has found im-
mediate applications for a wide range of natural language processing tasks as a
(1) data augmentation technique such as in machine translation [35,15], docu-
ment classification [30], review analysis [28], and question-answering [5], or (2)
as a quality estimator in evaluating the quality of translations without human-
translated references [44,76]. As an augmentation technique, Li et al. [35] and
Haq et al. [25] employed backtranslation to generate synthetic parallel corpora
in low-resource languages and to scale up the training set for neural machine
translators. Ibrahim et al. [30] tackled the class imbalance in training sets for
online offensive content detection. Hemmatizadeh et al. [28] tapped into back-
translation to empower the aspect-based sentiment classifiers and detect latent
aspects. Bhaisaheb et al. [5] iteratively augmented a set of reasoning questions
about data charts to leverage compositional generalization, i.e., producing unseen
meaningful combinations of seen terms in sentences, and to improve generating
analytical answers via sql programs using codet5 [71]. For quality estimation,
Moon et al. [44] and others [76] use backtranslation as a semantic-level metric for
multilingual two-way machine translation when no human-translated reference
is available. The approach mimics end-users who assess the quality of an online
multilingual translator by comparing the original sentence in a source language



and the backtranslated sentence via a target language that they do not un-
derstand. Backtranslation as a quality metric outweighs reference-based metrics
such as blue, which are limited to surface-level lexical similarity. Nonetheless,
while backtranslation has been widely used in nlp, its effectiveness for rag-based
systems has remained unclear, and we are the first to investigate it.

3 Problem Definition

Given an original query 𝑞, its retrieved ranked list of relevant documents 𝒟𝑞
by a retriever 𝑟, and its true list of relevant documents (relevant judgment)
𝒥𝑞, our task is to generate 𝑛 different versions of 𝑞, denoted by 𝒬 = {𝑞𝑖}𝑛

𝑖=1,
using query backtranslation, each with its own retrieved ranked list of relevant
documents 𝐷𝑞𝑖

by a retriever 𝑟, such that the reciprocal rank fusion (rrf) [12]
of 𝑛 ranked lists of 𝒟𝑞𝑖

; 1 ≤ 𝑖 ≤ 𝑛, denoted by 𝒟∗
𝑞 has a better relevance for a

rag-based system given 𝑞’s relevance judgement in terms of an evaluation metric
𝑚. Herein, we provide a formal statement of the problem in two steps, after
which we propose our methodology.

4 Proposed Approach

4.1 Query Reformulation via Natural Language Backtranslation

To generate the variations of an original query, we propose natural language
backtranslation. Let ℒ be a set of languages. Given a query 𝑞, we backtranslate
the query, resulting in a set of modified queries 𝑞ℒ = {𝑞𝑙 ∶ ∀𝑙 ∈ ℒ}. In our
study, without loss of generality to any machine translation models, we lever-
age meta’s ‘no language left behind’ (nllb)1, an open-source neural machine
translator capable of providing high-quality translations directly between 200
languages [69]. We opt for nllb for its particular focus on realizing a univer-
sal translator while prioritizing low-resource natural languages, as opposed to
a small dominant subset of natural languages; it enables query backtranslation
augmentation via a vast variety of natural languages with distinct properties.
Further, nllb is open-sourced to foster transparency and can be smoothly inte-
grated into any pipeline with few lines of code.

4.2 RAG-based Retrieval

Given the retrieved documents 𝒟 per backtranslated query 𝑞𝑙 using the infor-
mation retrieval method 𝑟, denoted by 𝒟𝑞𝑙

, we apply reciprocal rank fusion
(rrf) [12] to merge ∀𝑞𝑙 ∈ 𝑞ℒ; 𝒟𝑞𝑙

into a new single ranked list 𝒟∗
𝑞 based on:

rrf(𝑑 ∈ 𝒟∗
𝑞) = ∑

𝒟𝑞𝑙∈𝑞𝐿

1
𝑘 + 𝑟𝑎𝑛𝑘(𝑑) (1)

where 𝑟𝑎𝑛𝑘(𝑑) represents the rank of document 𝑑 in the list retrieved documents
𝒟𝑞𝑙

for the backtranslated query 𝑞𝑙 and the constant 𝑘 mitigates the impact of
1 github.com/facebookresearch/fairseq/tree/nllb
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Table 1: Statistics on query sets, query length (|𝑞|), and the relevant documents
(𝒥). avg 𝑚𝑟(𝑞, 𝒥𝑞)

bm25 qld
query set domain #𝑞 #documents avg |𝑞| |𝒥.| map mrr map mrr
dbpedia [27] wikipedia 467 4,635,922 5.37 49,280 0.232 0.565 0.292 0.663
robust04 [70] news 250 528,155 2.76 311,410 0.199 0.667 0.201 0.681
antique [26] non-factoid questions 200 403,666 9.34 6,589 0.353 0.881 0.252 0.729
gov2 [11] *.gov web 150 1,247,753 3.13 135,352 0.157 0.718 0.165 0.706
clueweb09b [10] web 200 50,000,000 2.45 84,366 0.078 0.383 0.073 0.304

excessively high rankings as outliers. A higher 𝑘 value diminishes the influence
of higher rankings, thereby ensuring that the final rankings are less skewed by
outliers. Afterward, the final list 𝒟∗

𝑞 is evaluated using an information retrieval
metric 𝑚 for the query 𝑞, denoted as 𝑚(𝒟∗

𝑞; 𝒥𝑞). We select reciprocal rank fusion
because while highly ranked documents hold greater significance, the importance
of lower-ranked ones should also be regarded.

5 Experiment
In this section, we explore the following research questions:
RQ1: How does fusion perform across different query reformulation methods?
RQ2: Is the effectiveness of rrf-fusion consistent across diverse datasets?
RQ3: What is the impact of the parameter 𝑘 on fusion?

5.1 Dataset
We used well-known query sets in english from different domains, namely
dbpedia [27] collection of wikipedia articles, robust04 [70] collection of news
articles and US government publications, antique’s test collection [26] including
open-domain non-factoid questions from Yahoo! Answers, gov2 [11] webpages
of .gov web domain, and clueweb09b [10] collection of webpages. In all query
sets, we filter out queries with no relevance judgment. Also, given an information
retrieval method and an evaluation metric, we skip those original queries that
result in the best metric value of 1.00, for no reformulation is needed. Table 1
summarizes the statistics of the query sets. As seen in the robust04, gov2, and
clueweb09b query sets, the average query lengths are 2.76, 3.13, and 2.45,
respectively, indicating relatively short queries. Conversely, the antique query
set exhibits longer queries, with an average length of 9.34 terms, suggesting
more detailed or complex information needs. The dbpedia query set falls within
an intermediate range, with an average of 5.37 terms.

5.2 Baseline

We compared query backtranslation with 22 existing unsupervised query re-
formulation methods [67] categorized into two groups, local and global, on five
datasets. Global methods consider an original query only and include:

– tagme [19], which replaces the original query’s terms with the title of their
wikipedia articles,



– stemmers, which utilize various lexical, syntactic, and semantic aspects of
query terms and their relationships to reduce the terms to their roots, includ-
ing krovetz, lovins, paiceHusk, porter, sremoval, trunc4, and trunc5 [60],

– semantic refiners, which use an external linguistic knowledge-base including
thesaurus [64], wordnet [48], and conceptnet [1], to extract related terms
to the original query’s terms,

– sense-disambiguation [68], which resolves the ambiguity of polysemous terms
in the original query based on the surrounding terms and then adds the syn-
onyms of the query terms as the related terms,

– embedding-based methods, which use pre-trained term embeddings from glove
and word2vec [42] to find the most similar terms to the query terms,

– anchor [31], which is similar to embedding methods where the embeddings
trained on wikipedia articles’ anchors, presuming an anchor is a concise sum-
mary of the content in the linked page,

– wiki [3], which uses the embeddings trained on wikipedia’s hierarchical cate-
gories [36] to add the most similar concepts to each query term.

– backtranslation, which a query is translated from its original language (e.g.,
english) to a set of target languages (e.g., farsi, chinese, ...) from different
language families and cultures, including low-resource languages, and then
translate it back to the original language.

Local methods, however, consider terms from top-𝑘 retrieved documents via a
prior retrieval using an information retrieval method, e.g., bm25 or qld, to find
an initial set of most relevant documents among which similar/related terms
would be added to an original query. This category includes:
– relevance-feedback [59], wherein important terms from the top-𝑘 retrieved

documents are added to the original query based on metrics like tf-idf,
– clustering techniques including termluster [7], docluster [33], and

conceptluster [47], where a graph clustering method like Louvain [6] are
employed on a graph whose nodes are the terms and edges are the terms’
pairwise co-occurrence counts so that each cluster would comprise frequently
co-occurring terms. Subsequently, to refine the original query, the related
terms are chosen from the clusters to which the initial query terms belong.

– bertqe [75], which employs bert’s contextualized word embeddings of terms
in the top-𝑘 retrieved documents.

5.3 Setup
Our pipeline involves two stages: (1) generating variations of the original query
using query backtranslation and (2) fusion with the rrf function. Here, we pro-
vide the implementation details and the setup of our approach in each of these
phases.

Query Backtranslation. We leverage Meta’s ‘no language left behind’ (nllb) [69]2,
for being open-source, capable of providing two-way translations in 200 lan-
guages with a focus on low-resource languages, and easily integrated into any
2 https://github.com/facebookresearch/fairseq/tree/nllb

https://github.com/facebookresearch/fairseq/tree/nllb


Table 2: Languages and their families, alongside the translation quality compar-
ison between nllb and bing. Backtranslation into English is tested to ensure
optimal translation quality in the pipeline.

dbpedia robust04 antique gov2 clueweb09b
declutr [22] rouge-l declutr [22] rouge-l declutr [22] rouge-l declutr [22] rouge-l declutr [22] rouge-lfamily language
nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing

english 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
farsi 0.83 0.85 0.62 0.75 0.81 0.85 0.52 0.72 0.84 0.86 0.63 0.76 0.79 0.86 0.47 0.70 0.74 0.80 0.54 0.73
french 0.87 0.86 0.70 0.81 0.85 0.86 0.56 0.75 0.89 0.89 0.72 0.81 0.82 0.87 0.52 0.75 0.81 0.83 0.60 0.84
german 0.85 0.87 0.72 0.83 0.81 0.86 0.54 0.74 0.89 0.89 0.73 0.82 0.79 0.87 0.53 0.73 0.75 0.83 0.59 0.83

indo-european

russian 0.86 0.86 0.69 0.79 0.84 0.85 0.56 0.70 0.88 0.86 0.69 0.78 0.81 0.86 0.49 0.68 0.77 0.82 0.54 0.79
austronesian malay 0.88 0.88 0.69 0.77 0.85 0.88 0.57 0.70 0.88 0.90 0.70 0.81 0.85 0.90 0.53 0.70 0.82 0.84 0.63 0.80
dravidian tamil 0.84 0.86 0.62 0.81 0.81 0.87 0.50 0.75 0.86 0.87 0.64 0.76 0.82 0.88 0.49 0.79 0.77 0.82 0.56 0.85
bantu swahili 0.87 0.87 0.69 0.77 0.82 0.86 0.49 0.67 0.88 0.87 0.68 0.76 0.79 0.90 0.44 0.76 0.81 0.84 0.59 0.80
sino-tibetan chinese 0.80 0.86 0.51 0.71 0.78 0.87 0.45 0.69 0.84 0.86 0.59 0.73 0.77 0.87 0.43 0.64 0.72 0.82 0.42 0.70
koreanic korean 0.82 0.85 0.58 0.73 0.80 0.84 0.47 0.70 0.83 0.87 0.59 0.75 0.78 0.86 0.43 0.68 0.74 0.81 0.53 0.74
afro-asiatic arabic 0.83 0.87 0.65 0.77 0.78 0.86 0.53 0.74 0.86 0.87 0.68 0.79 0.77 0.87 0.46 0.69 0.72 0.83 0.51 0.82

pipeline with few lines of code. Meta’s nllb is available with model card [43]
and is developed based on a conditional mixture of several transformers [63]
that is trained on data tailored for low-resource languages. On the other ex-
treme, we alternatively chose the bing translator3, a cloud-based closed-source
machine translation service offered by Microsoft [41] which supports around
128 languages, yet has no publicly available model card and/or documentation,
to the best of our search. We deliberately aim to compare the efficacy of our
method via two extremes of a well-documented translator against a relatively
opaque/obscure translator. We translate queries from english into 10 languages
from 7 language families, including malay, swahili, and tamil as low-resource
languages.

Table 2 shows the average pairwise similarities between a query and its
backtranslated versions using rouge-l and declutr [22]. Backtranslation from
english to itself has been performed for unit test purposes where all the results
for declutr and rouge-l are expected to be the highest possible 1.0 with a
negligible change in query length. As seen, all languages could expand the orig-
inal queries of query sets with new terms in the backtranslated versions with
an exception in antique query set where queries are long questions and back-
translation versions are of the same or contracted lengths, while the semantics
remained almost surely intact in terms of rouge-l and declutr scores. In terms
of translation quality, while rouge-l considers the overlap of n-grams between a
pair of an original and backtranslated query, and hence, falls short of capturing
topic drifts, if any, declutr relies on the cosine similarity between a pair of
query embeddings in a latent space and is more effective in measuring semantic
similarities. Comparing nllb and bing, while both translators obtain similar
performance in terms of the declutr, bing has higher values of rouge-l indi-
cating fewer new terms and less diverse paraphrases in backtranslated queries,
which yield its poorer performance for query refinement task.

RAG-based Retrieval. We integrated rrf[12]4 for the fusion and re-ranking
process. We selected this function because it is simpler and more efficient than
other fusion metrics, as it merges ranks without depending on arbitrary scores
from specific ranking methods. It functions without requiring a special voting
3 https://www.bing.com/Translator
4 https://github.com/Raudaschl/rag-fusion

https://www.bing.com/Translator
https://github.com/Raudaschl/rag-fusion


algorithm or global information, allowing ranks to be calculated and combined
one system at a time, thus eliminating the need to store all rankings in memory.
It utilizes the diversity within individual rankings more effectively, allowing a
document, ranked highly by a few systems, to significantly improve its overall
rank. Moreover, it prevents a simple majority of weak preferences from over-
shadowing stronger ones, unlike other fusion metrics [12]. For a more accurate
comparison, we calculate the rrf metric for groups of documents based on the
refiner that generated the query that retrieved the document.

Our approach starts by grouping retrieved documents by docid and qid.
We then iterate through these groups, calculating a relevance score for each
document based on its rank within the group. This score incorporates a positive
constant 𝑘 for normalization or to regulate the impact of rank on the score. We
chose to set 𝑘 to 60 based on our findings indicating that optimal performance
is achieved with a small value.

5.4 Search and Evaluation

We have applied two information retrieval methods, namely bm25 [56] and qld [50],
using pyserini [37] to retrieve relevant content for the original queries as well
as the backtranslated versions and evaluate the retrieval performances based on
two metrics, i.e., map, mrr, and ndcg, using trec_eval [49]. In total, we create
a system to retrieve the most relevant documents for the user. A similar trend
is observed for qld. However, due to space constraints, the results for qld can
be accessed on our github.

5.5 Results

In response to RQ1, we generated query variations using distinct unsupervised
methods. We further fused these variations according to our five distinct cate-
gories: all (considering all expanders), global (only the global expanders), local
(only the local expanders), bt (backtranslations using nllb and bing as ex-
panders), and bt.nllb (considering backtranslations only from nllb translator).
This structured approach ensured that we could thoroughly evaluate the perfor-
mance and efficacy of each refinement method. We evaluate the results of rrf
and non-fused using map, ndcg, and mrr. Each evaluation was compared against
the original query evaluation to identify enhancements. In instances where mul-
tiple reformulated queries improved the original query, we only considered the
best result among them. Table 3 represents the results for all five datasets for
bm25.map. Overall, the rrf-based methods exhibit strong performance, with
the rrf.all category often achieves the highest improvement percentages. This
suggests, as expected, that incorporating a diverse set of reformulated queries
tends to yield substantial performance gains. It also indicates that combining
all reformulated queries enhances the retrieval effectiveness. While rrf.global
and rrf.local also show competitive performance, they are generally outper-
formed by rrf.all, highlighting the advantage of using a holistic set of refor-
mulated queries. Dataset-specific observations further emphasize the benefits of



Table 3: rrf vs. non-fused results.
bm25.map

dbpedia robust04 antique gov2 clueweb09
reformulation method #𝑞∗∗ % #𝑞∗∗ % #𝑞∗∗ % #𝑞∗∗ % #𝑞∗∗ %
rrf.all 52 11.13 33 13.25 17 8.50 56 37.58 41 20.81
rrf.global 44 9.42 18 7.23 18 9.00 7 4.70 25 12.69
rrf.local 37 7.92 12 4.82 38 19.00 18 12.08 8 4.06
rrf.bt 21 4.50 9 3.61 0 0.00 8 5.37 6 3.05

rr
f

rrf.bt.nllb 12 2.57 11 4.42 0 0.00 1 0.67 6 3.05
tagmee 49 10.49 9 3.61 11 5.50 5 3.36 10 5.08
bt.nllb 40 8.57 27 10.84 8 4.00 7 4.70 9 4.57
wiki 23 4.93 12 4.82 0 0.00 5 3.36 8 4.06
thesaurus 22 4.71 0 0.00 72 36.00 0 0.00 0 0.00
bt.bing 19 4.07 11 4.42 5 2.50 4 2.68 4 2.03
sensedisambiguation 17 3.64 10 4.02 3 1.50 0 0.00 10 5.08
word2vec 17 3.64 7 2.81 3 1.50 1 0.67 3 1.52
wordnet 12 2.57 5 2.01 1 0.50 1 0.67 3 1.52
conceptnet 9 1.93 9 3.61 1 0.50 4 2.68 5 2.54
glove 8 1.71 7 2.81 0 0.00 6 4.03 3 1.52
stem.lovins 3 0.64 3 1.20 0 0.00 0 0.00 0 0.00
anchor 2 0.43 2 0.80 2 1.00 2 1.34 2 1.02
stem.porter 2 0.43 1 0.40 4 2.00 0 0.00 0 0.00
stem.trunc5 2 0.43 3 1.20 0 0.00 2 1.34 1 0.51
stem.paicehusk 2 0.43 1 0.40 0 0.00 1 0.67 0 0.00
stem.trunc4 1 0.21 1 0.40 0 0.00 0 0.00 0 0.00

gl
ob

al

stem.krovetz 0 0.00 0 0.00 1 0.50 1 0.67 0 0.00
relevance-feedback 16 3.43 35 14.06 3 1.50 3 2.01 12 6.09
rm3 11 2.36 1 0.40 6 3.00 7 4.70 2 1.02
bertqe 4 0.86 2 0.80 0 0.00 1 0.67 2 1.02
conceptluster 4 0.86 1 0.40 0 0.00 1 0.67 6 3.05
docluster 0 0.00 0 0.00 0 0.00 2 1.34 1 0.51

lo
ca

l

termluster 0 0.00 0 0.00 0 0.00 5 3.36 2 1.02
q 15 3.21 7 2.81 2 1.00 1 0.67 25 12.69

sum 467 100 249 100 200 100 149 100 198 100

the rrf.all approach. For instance, in the gov2 dataset, rrf.all achieves the
highest improvement in both metrics, while for the antique dataset, rrf.local
achieves a higher percentage increase in the mentioned metrics, underscoring the
effectiveness of local reformulation methods in certain contexts. As previously
mentioned, the antique dataset comprises open-domain non-factoid questions,
characterized by lengthy queries where each question addresses a specific is-
sue. Local methods enhance these queries by considering terms from the top
retrieved documents from an initial retrieval, refining them according to their
specific topic. Combining these local methods yields better results than the all
category. Translation-based reformulated queries, represented by rrf.bt and
rrf.bt.nllb, show less improvement compared to the combined approach, sug-
gesting that while translation-based reformulated queries contribute positively,
their impact may be limited when used in isolation. Therefore, integrating them
with other reformulated queries can potentially enhance their effectiveness.

To address RQ2, we evaluated the fused results from previous experiments
and compared them to documents retrieved by the original query across five
datasets. Table 4 shows the results of comparing our categories with the origi-
nal. The datasets span different domains, including news articles and non-factoid
questions. Across all datasets, the rrf-based methods generally outperformed
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Fig. 2: Effect of constant k on fusion outcomes across various categories.
Table 4: Comparison of the efficacy of rrf-based and original query across dif-
ferent datasets.

dbpedia robust04 antique gov2 clueweb09
#𝑞∗ % avg #𝑞∗ % avg #𝑞∗ % avg #𝑞∗ % avg #𝑞∗ % avg

original 23 4.93 0.232 14 5.62 0.199 9 4.50 0.353 1 0.67 0.157 29 14.65 0.078
rrf.all 96 20.56 0.289 62 24.90 0.223 37 18.50 0.404 71 47.65 0.231 62 31.31 0.088
rrf.global 88 18.84 0.241 38 15.26 0.211 24 12.00 0.350 14 9.40 0.167 39 19.70 0.057
rrf.local 87 18.63 0.210 46 18.47 0.183 107 53.50 0.239 36 24.16 0.131 21 10.61 0.051
rrf.bt 48 10.28 0.258 22 8.84 0.220 1 0.50 0.446 17 11.41 0.214 13 6.57 0.065bm

25
.m
ap

rrf.bt.nllb 28 6.00 0.234 19 7.63 0.197 1 0.50 0.240 4 2.68 0.164 14 7.07 0.067

the original query results. The methods showed a clear trend of higher efficacy,
particularly noticeable with the rrf.all and rrf.local. These categories fre-
quently achieved the highest or second-highest scores across various metrics,
indicating an improvement in retrieval performance. When analyzing the per-
formance across different query lengths, the rrf-based methods demonstrated
more success with longer queries. In datasets with longer average query lengths,
such as antique, which has an average query length of 9.34 terms, the improve-
ment was particularly significant. The complexity and detail in longer queries
benefited more from the diverse retrieval approaches of the rrf-based methods.
In contrast, for datasets with shorter average query lengths, such as robust04
(average query length of 2.76 terms) and clueweb09b (average query length
of 2.45 terms), the improvement was present but less pronounced. The shorter
queries, which are often more straightforward, did not leverage the full poten-
tial of the rrf-based methods as effectively as longer, more complex queries
did. Comparing the retrieved documents from these methods to those from the
original query, the rrf-based methods consistently retrieved more relevant doc-
uments and achieved higher average scores. This improvement suggests that the
rrf approach provides a more detailed and comprehensive retrieval process, cap-
turing a broader range of relevant information. Among the different categories,
rrf.all emerged as the most successful. This category, which considers all doc-
uments retrieved for all query variations, consistently achieved the highest scores
across various metrics. The broad and inclusive nature of this method likely con-
tributed to its success, as it combines the strengths of multiple query expansions
and retrieval strategies, leading to a more effective overall retrieval process.



To answer RQ3 and observe the effect of the constant k in the rrf, we
conducted multiple experiments across different values in {0, 10, 20, ... 100}.
From Figure 2 as expected from the results of rrf, the experiments indicated
that k equal to 60 was near-optimal, though the choice of k was not critically
sensitive. This suggests that while k is an important parameter, the robustness
of rrf in providing high-quality rankings remains consistent across a range of k
values, reinforcing its utility in various contexts.

6 Concluding Remarks

In this paper, we proposed backtranslation as an unsupervised method to en-
hance the retrieval phase of retrieval-augmented generation (rag) systems. We
showed that query backtranslation creates diverse and semantically enriched
variations of the original query without semantic drift and, hence, could improve
the retrieval phase of rag systems. Our experiment demonstrated that (1) fusion
methods generally outperform other query reformulation methods. Specifically,
query backtranslation demonstrated substantial performance gains. (2) The effi-
cacy of rrf is consistent across diverse datasets, and (3) rrf consistently provides
high-quality rankings across a range of values for its hyperparameter. Our fu-
ture research includes studying the effect of these improved retrieved documents
on the generation phase. Further, we will explore the effectiveness of additional
fusion metrics such as combmnz [12].
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