
Team recommendation aims at forming a

collaborative group of experts to

accomplish complex tasks, which is a

recognized objective in the industry. While

state-of-the-art neural team recommenders

can efficiently analyze massive sets of

candidate experts to form effective

collaborative teams, they overlook fairness.

Due to this critical ethical issue in AI-based

decision making, in this work, we adopt a

various greedy reranking algorithms to

achieve fairness with respect to (1)

popularity or (2) gender in neural models in

view of two notions of fairness,

demographic parity and equality of

opportunity. 

01 A Story to Tell

RQ1) If team recommendation models,

when recommending teams of experts,

perpetuate biases, particularly concerning

popularity and gender as protected

attributes.

RQ2)  If state-of-the-art greedy reranking

algorithms are capable of enhancing the

fairness of neural team recommendation

models without compromising on their

utility.

RQ3)  How effective post-processing

methods are in mitigating severe pre-

existing biases within training datasets,

and under what conditions these methods

uphold the integrity and utility of the

generated models across various

application domains.
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04 In Search of Light

05 Popularity Labeling 06 Let There Be Light
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  Upon a comprehensive fairness evaluation, it has

been determined that the output of team

recommendation methods can exhibit bias towards

female/nonpopular experts.

1.

When considering popularity as the protected

attribute, our findings confirm its influence.

2.

 We determined that while reranking methods can

be notably effective in addressing biases, their

efficacy diminishes when they are employed single-

handedly. Specifically, when confronting extreme

biases in data, these methods struggle to rectify

them without a consequential loss in utility.

3.

07 Partial Results

FANI-LAB/ADILA08 Future Remarks
Experiment on different cutting-

edge fairness-informed reranking

algorithms.

Include new datasets and domains

Experiment on pre-processing

fairness methods.
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